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Lecture 8: Clustering (cont’d)



Clustering on Text Demo
• We’re clustering on the 20 Newsgroups dataset 

(preprocessed by lemmatizing every token)

• We filtered out some documents that are likely not in English

• We filtered out vocab words that showed up in too many or too few 
documents

• Resulting 2D table of feature vectors: filtered_tf

• Resulting 1D table of vocabulary words: filtered_vocab

• After filtering, text documents still varied wildly in length

• Convert each row of filtered_tf into a probability vector

• Resulting 2D table of probability vectors: prob_vectors



One-Hot Vectors are Probability Vectors

• Imagine a document that mentions only a single word “learn” 
(assume that “learn” is in the vocabulary)

• The raw counts (term frequency) feature vector of this document 
would be a one-hot vector 
(all 0s except for a 1 at the word index for “learn”)

• A one-hot vector has entries that are nonnegative and that sums to 1

[0, 0, 0, 0, …, 0, 1, 0, …, 0]

at index of vocabulary word “learn”

one-hot vectors are valid probability vectors



Clustering on Text Demo

Raw text doc.
11707-dim 
prob vector

100-dim 
PCA space

2-dim 
t-SNE space

Distance between 
points in prob vector 
space is not helpful

Distance between 
points in PCA space 

is more helpful

We show clustering results in 100-dim PCA space

We also show clustering results in 2-dim t-SNE space



Clustering on Text

Resuming the demo from last time…



(Flashback) Learning a GMM

Step 2: Compute probability of each point being in each of the k clusters

Step 3: Update cluster probabilities, means, and covariances accounting 
for probabilities of each point belonging to each of the clusters

Repeat until convergence: 

Step 0: Guess k

Step 1: Guess cluster probabilities, means, and covariances

This algorithm is called the Expectation-Maximization (EM) algorithm 
for GMMs (and approximately does maximum likelihood)

(Note: EM by itself is a general algorithm not just for GMMs)

(often done using k-means)



(Rough Intuition) How Shape is Encoded by a GMM

r

A
B

For this ellipse-shaped Gaussian, point B is considered more 
similar to the cluster center than point A

k-means would think that point A and point B are equally similar to the cluster 
center (since both points are distance r away from the center)

cluster 
center

GMM 
cluster 
shape



Relating k-means to GMMs

If the ellipses are all circles and have the same "skinniness" 
(e.g., in the 1D case it means they all have same variance):

• k-means approximates the EM algorithm for GMMs 
(as there is no need to keep track of cluster shape)

• k-means does a "hard" assignment of each point to a cluster, whereas 
the EM algorithm does a "soft" (probabilistic) assignment

Interpretation: When the data appear as if they're from a GMM with true 
clusters that "look like circles of equal size”, then k-means should work well



k-means should do well on this



But not on this



Relating k-means to GMMs

This is not the only scenario in which k-means should work well

If the ellipses are all circles and have the same "skinniness" 
(e.g., in the 1D case it means they all have same variance):

• k-means approximates the EM algorithm for GMMs 
(as there is no need to keep track of cluster shape)

• k-means does a "hard" assignment of each point to a cluster, whereas 
the EM algorithm does a "soft" (probabilistic) assignment

Interpretation: When the data appear as if they're from a GMM with true 
clusters that "look like circles of equal size”, then k-means should work well



Even if data aren’t generated 
from a GMM, k-means and 

GMMs can still cluster correctly



This dataset obviously doesn’t appear to be generated by a GMM

k-means with k = 2, and 2-component GMM will both work well in 
identifying the two shapes as separate clusters

Key idea: the clusters are very well-separated 
(so that many clustering algorithms will work well in this case!)

big distance between shapes



Automatically Choosing the Number of Clusters k

For k = 2, 3, … up to some user-specified max value:

Fit model (k-means or GMM) using k

Compute a score for the model

Use whichever k has the best score

But what score function should we use?

No single way of choosing k is the “best” way



Here’s an example of a score 
function you don’t want to use



Residual Sum of Squares

Look at one cluster at a time

Cluster 1

Cluster 2



Cluster 2

Residual Sum of Squares

Look at one cluster at a time

Cluster 1



Cluster 2

Residual Sum of Squares

Look at one cluster at a time

Cluster 1

Measure distance 
from each point to 
its cluster center



Cluster 2
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Cluster 2

Residual Sum of Squares

Look at one cluster at a time

Cluster 1

Measure distance 
from each point to 
its cluster center



Cluster 2

Residual Sum of Squares

Look at one cluster at a time

Cluster 1
sum of squared purple lengths

Measure distance 
from each point to 
its cluster center

Residual sum of squares for cluster 1:



Cluster 2

Residual Sum of Squares

Look at one cluster at a time

Cluster 1

Residual sum of squares for cluster 1:

Measure distance 
from each point to 
its cluster center

<latexit sha1_base64="XeyR/wzwCdueVTx8KVyJY1Bo3QQ=">AAACI3icbVBNSxxBEO3ZmKirScbk6KXJIuTiMrOYRMSAkItHo9lV2JkMPb212tjdM3RXyy7j/Jdc8ldy8aBILjnkv9j7cTBuHhQ83quiql5eSmExiv4EjWdLz18sr6w219Zfvnodbrzp2cIZDl1eyMKc5cyCFBq6KFDCWWmAqVzCaX75ZeKfXoGxotDfcFxCqti5FkPBGXopC/cShBFWxycndRbTzzSxTmXVKBF6ZnDpLIKhcV3T5HpEt2miXBYn1987WdiK2tEUdJHEc9Iicxxl4X0yKLhToJFLZm0/jkpMK2ZQcAl1M3EWSsYv2Tn0PdVMgU2r6Y813fLKgA4L40sjnaqPJyqmrB2r3Hcqhhf2qTcR/+f1HQ5300ro0iFoPls0dJJiQSeB0YEwwFGOPWHcCH8r5RfMMO5jsU0fQvz05UXS67Tjj+0PX3daB/vzOFbIJnlH3pOYfCIH5JAckS7h5Af5RW7JXfAzuAnug9+z1kYwn3lL/kHw9wGxZKRD</latexit>

RSS1 =
X

x2cluster 1
kx� µ1k2



Residual Sum of Squares

Look at one cluster at a time

Cluster 1

Cluster 2

Repeat similar calculation for 
other cluster

Residual sum of squares for cluster 2:

Measure distance 
from each point to 
its cluster center

<latexit sha1_base64="2OE4eNeC4cEh5ATNRHYMEIWWFG4=">AAACI3icbVDJahwxEFV798TLJD76IjIEcvHQ3XgjJGDwJUcvGdswPWnUmhpbWFI3UinM0O5/8cW/4ksOCcYXH/wv1iwHbw8KHu9VUVUvK6SwGIYPwdT0zOzc/MJi7cPS8spq/eOnE5s7w6HFc5mbs4xZkEJDCwVKOCsMMJVJOM0u94f+6R8wVuT6Fw4K6Ch2rkVPcIZeSuvfEoQ+lkfHx1Ua0x80sU6lZT8Remxw6SyCoXFV0eSqTzdoolwaJ1e/47TeCJvhCPQtiSakQSY4SOt3STfnToFGLpm17SgssFMyg4JLqGqJs1AwfsnOoe2pZgpspxz9WNEvXunSXm58aaQj9flEyZS1A5X5TsXwwr72huJ7Xtthb7dTCl04BM3Hi3pOUszpMDDaFQY4yoEnjBvhb6X8ghnGfSy25kOIXr/8lpzEzWi7uXW42dj7PoljgayTz+QricgO2SM/yQFpEU6uyS35R/4HN8Hf4C64H7dOBZOZNfICweMTtjSkRg==</latexit>

RSS2 =
X

x2cluster 2
kx� µ2k2



Residual Sum of Squares

Look at one cluster at a time

Cluster 1

Cluster 2

Repeat similar calculation for 
other cluster

Residual sum of squares for cluster 2:

Measure distance 
from each point to 
its cluster center

RSS2 =
∑

x∈cluster 2

∥x − µ2∥2

In general if there are k clusters:

Remark: k-means tries to minimize RSS for a fixed value of k 
(it does so approximately, with no guarantee of optimality)

RSS does not account for clusters having, for instance, ellipse shapes

<latexit sha1_base64="wQfQRROeHp1kz6HfqlGJ6+upcYU=">AAACbXicdVDLatwwFJWdPtJJH25CF31QRIfSQOlgmybtooFANl2mTScJjKdG1txJRCTZSFdhBse7fmF3/YVs+guRZwaaR3NBcO55IOkUlRQW4/hPEC7duXvv/vKDzsrDR4+fRE9X923pDIc+L2VpDgtmQQoNfRQo4bAywFQh4aA42Wn1g1MwVpT6B04rGCp2pMVYcIaeyqNfGcIE6+97ew3dov+WPKHvL69pq1qn8nqSCT0XuHQWwdCkaWh2NqEfaKZcnmRnP9M2fIs7veJOW3cedeNePBt6EyQL0CWL2c2j39mo5E6BRi6ZtYMkrnBYM4OCS2g6mbNQMX7CjmDgoWYK7LCetdXQt54Z0XFp/NFIZ+zlRM2UtVNVeKdieGyvay35P23gcPx5WAtdOQTN5xeNnaRY0rZ6OhIGOMqpB4wb4d9K+TEzjPtabMeXkFz/8k2wn/aSzd7Gt4/d7S+LOpbJS/KGrJOEfCLb5CvZJX3CyXkQBc+DF8Hf8Fn4Knw9t4bBIrNGrkz47gI4lrpo</latexit>

RSS = RSS1 + RSS2 =
X

x2cluster 1
kx� µ1k2 +

X

x2cluster 2
kx� µ2k2

<latexit sha1_base64="YUAxqueSsAZD7vvQKnpjFF/zzrM=">AAACTHicbVBNTxsxFPSG8tFAS9oee7EaIfXSaBfxdQAJiQtHCgSQsmHldV4WK7Z3ZT+jRMv+QC4cuPVX9NJDqwoJ50NqSzqSpfHMGz170kIKi2H4LagtvFpcWl55XV9de/N2vfHu/YXNneHQ5rnMzVXKLEihoY0CJVwVBphKJVymg6Oxf3kLxopcn+OogK5imRZ9wRl6KWnwGGGI5enZWUUPaGydSsrsIKquB/SPk2Rz3uQyjIWeTnHpLIKhVVbR+I4O6RcaK+dz8d31ZtJohq1wAjpPohlpkhlOksZj3Mu5U6CRS2ZtJwoL7JbMoOASqnrsLBSMD1gGHU81U2C75aSMim54pUf7ufFHI52ofydKpqwdqdRPKoY39qU3Fv/ndRz297ql0IVD0Hy6qO8kxZyOm6U9YYCjHHnCuBH+rZTfMMO4L8bWfQnRyy/Pk4vNVrTT2v661Tzcn9WxQj6ST+QzicguOSTH5IS0CSf35Dv5SX4FD8GP4HfwNB2tBbPMB/IPakvPAsCz2g==</latexit>

RSS =
kX

g=1

RSSg =
kX

g=1

X

x2cluster g

kx� µgk2



Why is minimizing RSS a bad 
way to choose k?

What happens when k is equal to the number of data points?



A Different Way to Choose k

Want to also measure between-cluster variation

RSS measures within-cluster variation

mean of all points

A score function to use for choosing k:

 = total # points<latexit sha1_base64="ECUxwPN7hkI9et5CV/NWPu9cWAU=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxAfOAZAmzk95kzOzsMjMrhCVf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDf1W0+oNI/lgxkn6Ed0IHnIGTVWqsteqexW3BnIMvFyUoYctV7pq9uPWRqhNExQrTuemxg/o8pwJnBS7KYaE8pGdIAdSyWNUPvZ7NAJObVKn4SxsiUNmam/JzIaaT2OAtsZUTPUi95U/M/rpCa88TMuk9SgZPNFYSqIicn0a9LnCpkRY0soU9zeStiQKsqMzaZoQ/AWX14mzfOKd1W5rF+Uq7d5HAU4hhM4Aw+uoQr3UIMGMEB4hld4cx6dF+fd+Zi3rjj5zBH8gfP5A9iDjPY=</latexit>n

(Choose  among 2, 3, … up to pre-
specified max)

<latexit sha1_base64="RA0BTD958xwP8U994nKi9frKIWM=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxAfOAZAmzk95kzOzsMjMrhCVf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDf1W0+oNI/lgxkn6Ed0IHnIGTVWqo96pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rwxs+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3lXlsn5Rrt7mcRTgGE7gDDy4hircQw0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD9P3jPM=</latexit>

k

Called the CH index 
[Calinski and Harabasz 1974]

<latexit sha1_base64="gkhI/jdu0MLigQJYU5dqh7PrifU=">AAACUHicbVBNbxMxEJ1N+Sjho6EcuVhESFyIdisoPVCpEheOhZKmUjZdeZ3J1ortXdnjKtF2fyKX3vgdXDiAwPlAKg0jWX7z3huN/fJKSUdx/C1qbd25e+/+9oP2w0ePn+x0nu6eutJbgX1RqtKe5dyhkgb7JEnhWWWR61zhIJ9+WOiDS7ROluYLzSscaV4YOZGCU6CyTjFghywlnFH9+eSkWTTO66wuDpPmfHpDyYoNbdnMUmlWLqG8I7SsKRqWXrEZe81S7cNcenW+l3W6cS9eFtsEyRp0YV3HWec6HZfCazQkFHdumMQVjWpuSQqFTTv1DisuprzAYYCGa3SjehlIw14GZswmpQ3HEFuyNydqrp2b6zw4NacLd1tbkP/Thp4mB6NamsoTGrFaNPGKUckW6bKxtChIzQPgwsrwViYuuOUiBOPaIYTk9pc3weleL9nvvf30pnv0fh3HNjyHF/AKEngHR/ARjqEPAr7Cd/gJv6Lr6Ef0uxWtrH9veAb/VKv9Bw32s9c=</latexit>

W = RSS =
kX

g=1

RSSg =
kX

g=1

X

x2cluster g

kx� µgk2

<latexit sha1_base64="PARJcyaPtGOHoA9hiy/XqIPoLFc=">AAACK3icbVBNbxMxEPWWj7aB0gBHLiOiSuXQaDfqBwciReXCsUikrZRNV15nsrVie1f2GBFt83+48Fc4wKEt4sr/wElzgLZPGs3TezOy5+WVko7i+DpaefDw0ePVtfXGk6cbzzabz18cu9JbgX1RqtKe5tyhkgb7JEnhaWWR61zhST55P/dPPqN1sjSfaFrhUPPCyLEUnIKUNQ8PoQup8zqri24yO5vAdkr4heq0BVUpDTmQBoTyjtDCrHgD6UWqfVbADoSeXpx1smYrbscLwF2SLEmLLXGUNX+ko1J4jYaE4s4NkriiYc0tSaFw1ki9w4qLCS9wEKjhGt2wXtw6g62gjGBc2lCGYKH+u1Fz7dxU52FSczp3t725eJ838DR+O6ylqTyhETcPjb0CKmEeHIykRUFqGggXVoa/gjjnlosQjGuEEJLbJ98lx512st/e+7jb6r1bxrHGXrHXbJsl7ID12Ad2xPpMsK/sO7tkV9G36Gf0K/p9M7oSLXdesv8Q/fkLouOmHQ==</latexit>

B =
kX

g=1

(# points in cluster g)kµg � µk2

<latexit sha1_base64="k6eKg9Xim2Nd1ihl30QqwfpxjY0=">AAACG3icbVDLSsNAFJ34tr6qLt0MFqFdWJLia6EgdtNlBWuFppTJdKJDJpMwcyOWkP9w46+4caGIK8GFf+O0zUJbD1w4c869zL3HiwXXYNvf1szs3PzC4tJyYWV1bX2juLl1raNEUdaikYjUjUc0E1yyFnAQ7CZWjISeYG0vqA/99j1TmkfyCgYx64bkVnKfUwJG6hVrLrAHSOuNrBxU8Bl2fUVoeuHSfgS4LPeDSpa281eA97FTyXrFkl21R8DTxMlJCeVo9oqfbj+iScgkUEG07jh2DN2UKOBUsKzgJprFhAbklnUMlSRkupuObsvwnlH62I+UKQl4pP6eSEmo9SD0TGdI4E5PekPxP6+TgH/STbmME2CSjj/yE4EhwsOgcJ8rRkEMDCFUcbMrpnfEpAMmzoIJwZk8eZpc16rOUfXw8qB0fprHsYR20C4qIwcdo3PUQE3UQhQ9omf0it6sJ+vFerc+xq0zVj6zjf7A+voBOBue/g==</latexit>

CH(k) =
B · (n� k)

W · (k � 1)

Pick  with highest
<latexit sha1_base64="RA0BTD958xwP8U994nKi9frKIWM=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdfAQ8OIxAfOAZAmzk95kzOzsMjMrhCVf4MWDIl79JG/+jZNkD5pY0FBUddPdFSSCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDf1W0+oNI/lgxkn6Ed0IHnIGTVWqo96pbJbcWcgy8TLSRly1Hqlr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0Mn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rwxs+4TFKDks0XhakgJibTr0mfK2RGjC2hTHF7K2FDqigzNpuiDcFbfHmZNM8r3lXlsn5Rrt7mcRTgGE7gDDy4hircQw0awADhGV7hzXl0Xpx352PeuuLkM0fwB87nD9P3jPM=</latexit>

k
<latexit sha1_base64="EcwzWgf4AEP6c33oEkEtzejV2M0=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BItQLyURvw4eCr30WMF+QBPKZrttl242YXciltC/4cWDIl79M978N27bHLT1wcDjvRlm5gWx4Bod59vKra1vbG7ltws7u3v7B8XDo5aOEkVZk0YiUp2AaCa4ZE3kKFgnVoyEgWDtYFyb+e1HpjSP5ANOYuaHZCj5gFOCRvI8ZE+Y1urT8vi8Vyw5FWcOe5W4GSlBhkav+OX1I5qETCIVROuu68Top0Qhp4JNC16iWUzomAxZ11BJQqb9dH7z1D4zSt8eRMqURHuu/p5ISaj1JAxMZ0hwpJe9mfif101wcOunXMYJMkkXiwaJsDGyZwHYfa4YRTExhFDFza02HRFFKJqYCiYEd/nlVdK6qLjXlav7y1L1LosjDydwCmVw4QaqUIcGNIFCDM/wCm9WYr1Y79bHojVnZTPH8AfW5w+EdZFW</latexit>

CH(k)



Automatically Choosing the Number of Clusters k

Demo


